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Abstract

A simple discrete-state model of ion permeation through a channel protein
is considered in which the flow of ions through the open channel is coupled
to the opening/closing of a gate by virtue of configurational changes in a
particular pore-lining amino acid residue. The model is designed so as to
represent essential features of CIC chloride channels, in which a particular
glutamate residue (E148 in bacterial CIC channels) is thought to switch from
a conformation that is pinned back (away from the pore itself) to one where
this side group blocks the channel at a CI™ binding site. Thus, competition
between the gate residue and C1™ ions for this site leads to interesting kinetics,
such as the saturation of the gate closing time with increasing concentration
of internal C1~ concentration. Analysis of the model proposed here shows
that it can account for many qualitative features of ion channel permeation and
gate closing rates in C1C-type channels observed experimentally and in recent
computer simulations of these processes.

PACS numbers: 82.20.Nk, 82.20.Uv, 83.10.Mj, 87.14.ep, 87.15.hj

(Some figures in this article are in colour only in the electronic version)

1. Introduction

The primary function of the CIC family of ion channels is to regulate the flow of C1™ across cell
membranes, thus controlling a variety of important physiological functions such as skeletal
muscle excitability (CIC-1), renal and intravascular transport (CIC-K and CIC-5) and cell
volume regulation (CIC-2 and CIC-3). The presence of a double-barreled channel was first
suggested by electrophysiological recordings from Torpedo electroplax C1C-0 channel [1] and
was recently confirmed by x-ray crystallography [2, 3]. Opening and closing of these two
pores appear to be regulated by two distinct mechanisms, corresponding to a fast and a slow
gate. Slow gating involves structural changes of both monomers and thus opens or closes
both pores simultaneously. The slow gate operates on a time scale of seconds. Fast gating is
controlled separately by each individual pore and occurs on a time scale of milliseconds. It

1751-8113/08/115001+15$30.00  © 2008 IOP Publishing Ltd Printed in the UK 1


http://dx.doi.org/10.1088/1751-8113/41/11/115001
http://stacks.iop.org/JPhysA/41/115001

J. Phys. A: Math. Theor. 41 (2008) 115001 R D Coalson

was observed experimentally that both gating mechanisms are regulated by the concentration
of CI” ions in the bathing solutions abutting the channel entrance on the intracellular and
the extracellular sides of the membrane [4-6]. Changing the concentrations of Cl~ on
the two sides of the membrane affects the fast gating process in different ways. Increasing the
extracellular concentration increases the rate of fast gate opening but has little effect on the
closing rate [4, 6-8]. In contrast, increasing the intracellular concentration reduces the rate of
fast gate closing but has a much smaller effect on the rate of fast gate opening [4, 9]. Thus, it
was suggested that the opening and closing of the fast gate are coupled to ion permeation and
controlled via two different mechanisms. To explain the dependence of the fast gate closing
rate on the internal CI™ concentration, Chen et al proposed a foot-in-the-door mechanism
[4, 9], according to which a permeating C1™ ion blocks the fast gate from closing by occupying
a binding site that would be occupied by the fast gate in the closed state. Dutzler et al [2, 3]
presented a structural basis for this mechanism and suggested that the permeant C1™ ions
compete with the carboxyl group of the E148 side chain for the binding site located closest
to the extracellular side. Recently, Accardi and Miller [10] have demonstrated that the EcCIC
protein whose x-ray crystal structure was resolved by Dutzler ef al [2, 3] is actually an H*—CI~
exchange transporter, not a passive ion channel. However, these homologous bacterial CIC
protein structures have been successfully utilized to rationalize electrophysiological behavior
of several CIC-type ion channels [3, 10, 11] and there is strong evidence to support conservation
of structure and function among CIC family members [12—14]. The availability of the crystal
structures of bacterial CIC proteins [2, 3] has sparked numerous theoretical studies of Cl™
conduction mechanism as well as that of the fast gating in both prokaryotic and eukaryotic
pores [15-24]. Of particular relevance here is a recent Brownian dynamics simulation study
[24] which has provided a variety of kinetic insights into the ‘foot-in-the-door’ mechanism of
fast gate closure in CIC channels.

In [24], arigid cylindrically symmetrical model of the open C1C-0 channel was constructed
based on available structural, electrophysiological and biochemical data. Permeation of ions
was simulated at the Brownian dynamics level (i.e., the high friction limit of the Langevin
equation [25]). The single ion potential of mean force (the effective potential in which each
ion moves, neglecting Coulombic interactions between pairs of charges) was chosen so as to
reproduce essential features gleaned from the x-ray crystal structure, including the location of
three C1~ binding sites located within the channel. These binding sites are generally denoted
as Sint, Scen and Sexe, as indicated in figure 1. As already noted, x-ray crystal structural data
as well as biochemical evidence strongly suggest that the E148 residue near the extracellular
entrance to the channel can swing into the pore and occupy the site Scx,. To model this process
in a tractable fashion, the gate was represented in [24] as a spherical particle attached to a
pivot rod that allowed it to swing between two energetically stable states, one pinned back
away from the channel pore (thus allowing ions to pass) and another in which the gate particle
occupies the Se site of the channel (thus preventing a chloride ion from occupying this site
and effectively closing the channel). The gate particle executed Brownian dynamics along a
1D angular coordinate, coupling to the dynamics of the ions via an excluded volume potential
(i.e., the gate particle was not allowed to overlap with a C1™ ion). The simulations reported
in [24] were in good qualitative agreement with experimental observations of the gating
dynamics experimentally observed in this channel, and in particular were consistent with the
‘foot-in-the-door’ mechanism of coupled ion permeation-gate closing previously proposed by
Chen et al [4, 9]. In the BD simulations, as in the experiment, the time taken by the gate
to close was found to increase as the concentration of Cl1™ in the internal reservoir increased
(all other factors being unchanged) and, furthermore, to saturate to a maximum value at high
[CI" Jint-
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Figure 1. Three-site model of CIC channel ion permeation coupled to fast gate motion.

The results obtained from the 3D BD investigation in [24] strongly suggest the applicability
of a discrete-state model to describe the competition between the fast gate in CIC and
permeation of CI™ through the open channel. That is, we define a state of the system as
the occupation of the three binding sites by an allowed combination of C1™ ions and the gate
particle, with the restriction that no site can be occupied by more than one particle. Referring
to figure 1, it is easy to see that there are exactly 12 such states (including the state in which all
three sites are unoccupied). These states then form the basis for a system of 12 kinetic master
equations (KMEs) [25], with each pair of states connected by an appropriate rate constant.

The goal of the present paper is to develop a simple discrete-state model of the type just
described and show that it does account qualitatively for the major results obtained in the full
3D BD simulations. Since we shall not attempt a quantitative comparison with experiments
on CIC channels here, we shall actually analyze a somewhat simpler model than that implied
by figure 1, namely, one in which there are only two binding sites in the channel. Specifically
Scen and Sex are considered (i.e., the site Sj, is removed from the model). This model has most
of the essentials of a three-site model, for example: (i) competition between permeant C1~
ions and the gate particle for the Sex; site and (ii) influence on Cl1~ or gate particle occupancy
of Sext by a Cl™ ion occupying a neighboring internal site in the pore. The two-site model
of course has the advantage of simplicity: now there are only six states in the model (again,
including the state in which both sites in the channel are unoccupied). In section 2 we focus
on the properties of the open-channel model, i.e., two C1™ binding sites with the gate ‘pinned
back’: we briefly consider ion permeation through the open channel and show that it shows
the expected (Michaelis—Menten type [26]) saturation behavior as internal [C1™] is increased.
In section 3, we expand the model to include the gate closing/opening process. We show
that it predicts gate closing kinetics which are consistent with Chen er al’s foot-in-the-door
mechanism [4, 9]. Furthermore, it provides a concrete analytical underpinning for a heuristic
approximation considered in [24] that connects the rate of gate closing of the channel to the
probability that the open channel is occupied by a C1™ ion. Section 4 considers the effect of a
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Figure 2. Four-state model of ion permeation through the open CIC channel. The two binding
sites a and b are indicated. Note that the intracellular reservoir is to the left of site a and the
extracellular reservoir to the right of site b.

charged versus an uncharged gate particle. (It is not known for certain, experimentally, if the
gate is charged or uncharged; therefore, it is of interest to consider both possibilities.) Finally,
discussion and conclusions are presented in section 5.

2. Discrete-state model of ion permeation through an open two-site channel

For reasons outlined in the introduction we consider here a two-site model of a CIC-like pore:
that is, we remove the S;,, site from the more realistic three-site model of CIC schematized in
figure 1, retaining the Sce, and Sex sites in the model to be analyzed in this paper. We assume
in our idealized model that a CI™ ion can only occupy one of the two sites (denoted in what
follows as a and b) inside the channel pore. Site a is adjacent to the intracellular region of
the channel. Site b is adjacent to the extracellular region. In addition to a CI™ ion, site b can
also be occupied by the side chain of E148, which may be thought of in our simplistic picture
[24] as an effective spherical particle. The gate particle and C1™ ions compete for occupation
of this site. Thus site b plays the role of Sex in the real CIC channel.

Let us begin with the two-site model of the open channel, in the absence of complications
due to fast gate closing. The properties of ion permeation through this channel will play an
important role in analyzing the gate closure kinetics in the corresponding channel-gate system.

2.1. Kinetic equations and steady state ion occupation probabilities in the open channel

Figure 2 illustrates the basic model. There are four possible states:

(1) No ions in the channel.

(2) An ion occupies site a; no ion occupies site b.
(3) No ion occupies site @; an ion occupies site b.
(4) An ion occupies site a; an ion occupies site b.

Transitions can be made between these states with appropriate rate constants. We assume
(reasonably) that transitions involving motion between nonadjacent sites or concerted motions
of two or more ions are disallowed. For simplicity, we also assume that the concentration of
CI™ in the extracellular reservoir is zero, so that this reservoir becomes a sink: it can accept
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ions from the channel, but not inject them into it. By contrast, we assume that there is a finite
concentration of CI™ in the internal reservoir. Rate constants corresponding to injection of
a CI” ion from this reservoir into the a site of the channel are proportional to [C1™ ]y = co.
(Although it is possible to analyze the case where the C1~ concentration in the extracellular
reservoir is non-zero without undue difficulty, the experiments of Chen et al which were
modeled in [24] correspond to the situation where the external C1™ concentration is essentially
Zero.)

Using the notation k,,, to denote the rate constant for a transition from state m to state n,
we then have the following non-zero rate constants in this model:

ki»: injection rate from reactant well into empty channel. We will assume that this rate
is proportional to the concentration of C1™ in the reactant reservoir. Thus, we will take
ki2(co) = a12cp, Where a5 is a constant.

ko1 : rate of retreat of an ion occupying site a (with site b unoccupied) into the reactant
reservoir.

k3 rate of permeation via state 3.

ky3: rate of hopping of an ion from site a into (initially empty) site b.

k3 rate of hopping of an ion from site b (with site a initially empty) to site a.

k4y: rate of permeation via state 4.

k34: rate of injection from the reactant reservoir into channel with site a initially
unoccupied, but site b occupied. Again, we take k34(co) = oz4cp, where o34 is a constant.
k43: rate of retreat of an ion in site a into the reactant reservoir (site b being occupied).

Denoting the population of state j at time ¢ as p; (¢), then the state populations evolve according
to [25]

dp(t)/dt = wp(1) (1
with the 4 x 4 matrix of conditional transitional probabilities w given explicitly by
—k12 ka1 k31 0
W kio  —(ka1 +ka3) k3> kap . @)
0 ka3 — (k31 + k32 + k3s) ka3
0 0 k34 — (ka3 + k42)

The solution to equation (1) can be composed from the eigenvectors and eigenvalues of
w. Of the four eigenvalues, three are negative and one is zero. The elements of the eigenvector
corresponding to the zero eigenvalue gives the relative probabilities to be in states 14 att = oo
(‘steady state’). These can be determined analytically. The absolute long-time probabilities
are given as p;j(o0) = p; = p; /N with

1
D1 = ————lka1kaa (k31 + k3o + k3a) + ko1 kaz (ka1 + k32) + kaikos(kas + ka2)] 3)
kiokazkss
Dy = [kao (k31 + k3p + k3a) + ka3 (k3 + k32)] €]
kozk3s
D3 = (kaz + kap) / k34 )
ps=1 (6)

and N = Zj’:l pj. Note that for any unit-normed p(0), the probability to be in state j tends
to the value of p;(co) given above.

Since two of the rate constants, kj, and k34, depend on the concentration of Cl™ in the
reactant reservoir cy, the final state occupation probabilities do too. In particular, consider
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Figure 3. Current of C1~ ions through the open pore in the four-state model as a function of
intracellular CI™ concentration co (solid line). The asymptotic value corresponding to ¢y = oo,
namely Imax = kaokos/(kaz + ka2), is also indicated (dashed line). The following numerical
parameters were employed in this calculation: a2 = 0.25, 034 = 0.35,k3, = 1.4, k1 = 0.2,
ko3 = 0.6, k3; = 0.3, kg3 = 0.18, k4o = 0.9.

first the limit that ¢y — 0. As long as there is a mechanism for ions to drain from both sites
a and b (which will be the case if none of the other rate constants identified above is zero),
then as cg — 0, (p1(00), p2(00), p3(00), ps(co0)) — (1,0, 0, 0), i.e., only the empty state of
the channel is occupied. On the other hand, as ¢o — oo, only states 2 and 4 have non-zero
occupation probabilities, namely,

ki p4(00) ka3
—, 4 = = .
(k23 + ka2) (k3 + ka2)
Saturation of these state populations as ¢y — oo gives rise to saturation in both the current of

CI™ ions that flow through the open channel and, when a gate particle is added to the model
(see below), the average rate of channel closing.

p2(00) = (7

2.2. Ion permeation rates through the open channel

Any unit-normed initial state population eventually reaches the steady state values noted
above. After short-time transients have decayed, the rate of flow of ions through the channel
becomes constant, taking the value (number of ions passing through the channel per second)
I = k31 p3(00) + kap p4(00). Again, the steady state populations depend on the value of ¢y, as
detailed above. Based on these steady state populations, we deduce that the ion current goes
to 0 at ¢p = 0 and saturates to a maximum value of Ij.x = kaokos/(koz + kap) as co — 00. A
generic profile of ion current versus ¢ is shown in figure 3.

3. Coupling of ion permeation to the fast gate

3.1. Details of the model

As noted above, we model the fast gate of the CIC channel as a ball on a pivot arm which
in turn can make transitions between two stable states, one corresponding to the gate residue
being pinned back away from the channel pore (so that ions can pass through the latter) and the
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Figure 4. Six-state model of ion permeation coupled to fast gate opening/closing in a model CIC
channel. States 1-4 correspond to the open channel, whereas states 5 and 6 correspond to the
situation where the gate particle occupies site b.

other corresponding to the situation where the fast gate residue occupies site b in the channel,
thus effectively blocking the passage of C1™ ions through the channel [2-4, 9]. Thus, we need
to alter our definition of the states of the channel and augment the state space in an appropriate
manner. In fact, states 1-4 depicted in figure 2 remain states in the augmented state space,
provided that we acknowledge that the gate particle is pinned back from the channel (in its
‘open’ position) in each state. In addition, there are two new states in the model, corresponding
to the situation where the gate particle occupies site b.

Our model now includes six states, as indicated in figure 4. We must specify non-zero rate
constants corresponding to all allowed transitions between any pair of these states. Fortunately,
the set of pathways between states 1—4 identified in our original model above (no gate) remains
intact, with the understanding that the gate particle stays in its open state (pinned away from
the pore) before and after each of these pairwise transitions. We need to add to this set of rate
constants additional rate constants that correspond to allowed transitions between states 5 and
6 as well as transitions between members of the state set 1-4 and members of the state set 5
and 6. We shall use the same principle that guided construction of the original state model,
namely that only ‘1 particle moves’ are allowed, i.e., concerted moves involving two or more
particles (where ‘particle’ now includes both CI™ ions and the gate particle) are disallowed.
This leads to the following set of additional rate constants:

kis: gate closing rate when site a is unoccupied by an ion.

ksi: gate opening rate when site a is unoccupied by an ion.

koe: gate closing rate when site a is occupied by an ion.

ke>: gate opening rate when site a is occupied by an ion.

kse: rate of ion injection from the intracellular reservoir when site b is occupied by the
gate particle. As above, we take ks¢(co) = os6co, Where asg 1s a constant.

kes: rate of ion retraction from site a into the intracellular reservoir when site b is occupied
by the gate particle.

With all non-zero rate constants specified it is easy to construct the 6 x 6 analog of equation
(1) and then to analyze the kinetics of the six-state model (including gate motion), especially
once the system has reached steady state. Here we are particularly interested in the following
question: given that the gate is open at = 0 how long does it take for it to close on average?
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This important quantity can in fact be evaluated using results from the analysis of the four-state
model presented above, as is discussed next.

3.2. Gate closing time in the six-state model

Given a system prepared in a configuration where the gate is open (and thus satisfying the
condition that ijl p;(0) = 1), we seek to compute the distribution of survival times (first
gate closing events). Equivalently, we can ask what is the probability that the gate has not
closed (at all) at time ¢, i.e., the survival probability Pgs(¢#). For concreteness, consider the
case that the system starts from state 1 (no ions in the channel with the gate open). We then
consider the time evolution of the subsystem comprised of states 1-4, with states 5 and 6
acting as irreversible probability sinks. That is, the relevant kinetic equations are

dpi(1)/dt = —kiap1 + ka1 p2 + k31 p3 — kispi (®)
dpa(1)/dt = — (ka1 + ka3) p2 + kiop1 + kaap3 + kay pa — ko p2 )
dp3(t)/dt = —(ks1 + k32 + k3a) p3 + ka3 p2 + kaz pa (10)
dpa(t)/dt = — (ka3 + ka2) ps + k3a p3. (11)

Again, these are simply the first-order kinetic equations governing the original four-state
model (with no gate particle), augmented by two sink terms, namely dp;(¢)/dt = - - - — k15 p)
and dp,(¢)/dt = - - - — kyep,. The time evolution implied by these rate equations determines
Pg(t) = Z‘;:l p;(t), from which the distribution of survival times can easily be extracted
[27]. In particular, the average survival time g, i.e., the average time that it takes the gate to
close, is given by 5 = [~ df Ps(1).

The key to further analysis is the presumption (consistent with experimental reality as
well as the 3D BD model of [24]) that the rates of gate opening and closing are much smaller
than the rates at which ions move through the channel. That is, k;5 and k¢ are very small in
equations (8) and (9). In this case, the condition of quasi-steady state holds, i.e. at each instant
in time the relative occupation probability to be in state 1—4 is given by the components of the
steady state eigenvector of the four-state model obtained in section 2. Then, the condition of
quasi-steady state implies that at any time p;(t) = p; Ps(t).

Now, adding equations (8)—(11) we obtain the net equation

dPs(t)/dt = —ki5p1(t) — kas p2(2). (12)
Applying the quasi-steady state condition, this becomes
dPs(1)/dr = — ke Ps(1) (13)

where kesr = ki5 P + koe P2 1s evidently an effective rate constant, since equation (13) implies
that Pg(t) = exp(—kegt) and thus, finally, that g = 1/ keg.

It is of interest to provide some rationalization for the form of the effective gate closing
rate constant ker. Given the quasi-steady state condition, a system started in one of the
open-channel states 1-4 cycles rapidly (on the time scale of gate closing) among these
four, occupying each one with a frequency consistent with the steady state probabilities
Pj, Jj =1 —4. Thus, the probability of finding the system in state 1 is p;, and from this state
the system can make a transition to a closed-gate state, namely state 5, with rate k;5. Similarly,
the probability of finding the system in state 2 is p,, and from this state the system can make
a transition to a closed-gate state, namely state 6, with rate kps. These are the only routes by
which the gate can close in the model under consideration, and the overall gate closure rate
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kegr 1s given by the sum of the contributions from each of them. Note in particular that if the
rate of transition of the gate particle into site b (thus closing the pore) is the same regardless
of whether site a is occupied by a C1™ ion or not, i.e., k15 = kog = ko, then kegr = ko(P1 + P2).
Of course, (p; + p») is simply the probability that site b is unoccupied by a C1~. This can
be stated equivalently as (p; + p2) = 1 — foec(co), Where foce(co) is the fraction of time
(i.e., the probability) that site b is occupied by a Cl~ ion, which is a direct function of the
intracellular CI™ concentration cg; hence we can write keig = ko[1 — focc(co)]. This version
of the formula emphasizes that the gate particle attempts to move from its open configuration
(pinned away from the pore) into a configuration where it occupies site b (thus blocking the
pore and closing the channel) with a rate k( that is independent of CI™ motion through the open
pore. (Physically, ko arises from an activated process involving a free energy barrier along
an appropriate reaction coordinate [24].) If there is no Cl™ ion in site b then each attempted
closure succeeds, while if there is a C1™ ion in the pore, the attempted closure fails: hence the
correction factor [1 — focc(co)]-

4. Charged versus uncharged fast gate

Since it is not known for certain whether the glutamate gate residue is protonated or
unprotonated in the open-gate configuration under physiological conditions, both possibilities
were simulated in the many-body BD simulations presented in [24]. In the case of a — 1 charge
on the gate (corresponding to the unprotonated form of the glutamate side group), Coulombic
forces between the gate particle and all permeant ions were included in the calculation.

As has already been noted, the simulations reported in [24] were in good qualitative
agreement with experimental observations of the gating dynamics experimentally observed
in this channel, and in particular were consistent with the ‘foot-in-the-door’ mechanism of
coupled ion permeation-gate closing previously proposed by Chen et al [4, 9]. In the BD
simulations, as in experiment, the time taken by the gate to close was found to increase as the
concentration of CI™ in the internal reservoir increased (all other factors being unchanged)
and, furthermore, to saturate to a maximum value at high [Cl™ J;,. For the case where the gate
particle was uncharged, direct comparison to a formula obtained via a ‘factorized mechanism
approximation’ was carried out. Specifically, during the time the channel was open, the
fraction of simulation time that the Sex site was occupied in the simulation, designated as focc,
was monitored. The accuracy of the approximation t,(co)/t0(0) = [1 — focc]’1 compared to
7,(co)/70(0) obtained from the full simulations (coupling gate closing to ion permeation) was
found to be quite good. As has been discussed above, the simple approximation just noted was
based on the following heuristic argument: attempted closing of the gate particle is controlled
in the absence of coupling to ion permeation by a 1D barrier crossing process associated with
the gate particle potential. This gives rise to a ‘bare’ closure rate ky. When ions are moving
through the channel, attempted gate closures may be blocked by the presence of a Cl1™ ion in
the Sex site. The higher the probability of Sex occupation by CI™ the more likely the blockage
will occur; thus the bare rate constant should be reduced roughly by the factor [1 — focc].

The kinetic model developed in the present work leads to the same approximation, derived
in a more rigorous fashion from the relevant first-order kinetic equations of the model. In
particular, if the gate is uncharged the occupation of site a of the model should not have a strong
affect on the effective potential experienced by the closing gate particle, i.e., it is reasonable
to take ki5 = kys = ko. Then, as discussed in section 3, 7,(co)/7o(0) = [1 — fuce(co)]™", with
f(co) = p3 + p4 being the average probability that site b is occupied by a CI™ ion while the
gate is open.
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Figure 5. Open time tj versus internal C1~ concentration cq for parameter sets (PSs) 1-4.

The case where the gate particle is charged is more complicated to analyze because there
are competing physical consequences associated with the electrostatic repulsions between the
charged gate particle and permeating ions. On one hand, the negative charge of the gate
particle tends to drive C1™ ions out of S., thus decreasing f,.. and increasing the probability
of gate closure (i.e., reducing t,). On the other hand, the repulsion between the negative
gate particle and other ions in the channel adds an additional force that works against gate
closure (which would increase 7,). In fact, for the 3D many-body system studied in the BD
simulations of [24] the first factor had a larger impact on the gate closure kinetics, i.e., for the
same value of ¢, it was found that t, decreased when the gate particle was charged (relative
to the uncharged gate particle case). The kinetic state model developed in the present work
can accommodate all these effects and qualitatively reproduce the behavior found in the full
3D simulations.

To show this, we consider the effect of charging the gate particle upon the rate constants
of our two-site CIC-like kinetic model. The repulsion between the negatively charged gate
particle in its open state configuration (pinned away from the channel) will tend to drive C1~
ions back from site b toward the intracellular side of the channel: thus, relative to the case
of the uncharged gate, k3, and k43 will increase, while kp3 will decrease. These rate constant
shifts will act to reduce the average Cl~ occupancy of site b and thus promote gate closure.
(According to the allowed transitions of the model, there is no direct pathway to gate closure
if site b is occupied.) In the absence of any change in ky¢ (which is, in fact, expected to take
place: see below), the changes in k3, k43 and k3 just noted will lead to a decrease in 7, for
the same value of ¢¢. This is illustrated in figure 5 for the data sets:

(i) Parameter set 1, uncharged gate: oy = 0.25, o34 = 0.35,ky; = 0.2, ko3 = 0.6, k3, =
1.4, k31 = 0.3, k43 = 0.18, kgp = 0.9; k15 = kog = 0.0024.

(ii) Parameter set 2, charged gate, no change in ky¢: oo = 0.25, a3g = 0.35, ko = 0.2, ko3 =
0.4, kzp = 2.8, kz; = 0.3, kg3 = 0.25, kgp = 0.9; k15 = kog = 0.0024.

However, as noted above, the presence of a Cl™ in site a will repel the gate particle in its
open state configuration, thus leading to a decrease in kys. (k;s is not affected by the charge
state of the gate particle.) This will tend to retard the gate closure, that is, lead to an increase
in 7p. [Note that in biological reality the presence of C1™ in the channel may also directly drive
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changes in the gate residue protonation state, by changing the effective pKa in the region of
the protonation site. Including this effect in our model would require further augmentation of
the state space, e.g., to include both protonated and deprotonated forms of the gate particle.
Although this is beyond the scope of the present work, it could be incorporated into future
refinements of our discrete-state model, as discussed briefly in section 5.] Which of the two
effects describe above dominates depends on their relative strength. If the change in kg is
sufficiently small, then the reduction in the occupancy of site b will dominate. To see this we
consider the rate constant set:

(iii) Parameter set 3, charged gate, small reduction in kys: a2 = 0.25, 034 = 0.35, k1 =
0.2, ky3 = 0.4, kzp = 2.8, k3; = 0.3, kg3 = 0.25, kgp = 0.9; k15 = 0.0024, krs = 0.0022.

Results for the gate open time as a function of ¢ for this case are also shown in figure 5.
Because the reduction in k¢ is small compared to the value utilized in sets (i) and (ii), the
effect of reduced occupancy of site b dominates and 1, decreases relative to the uncharged
gate case, (i), for the same value of ¢j. (Note: this figure should be compared to figure 12(a)
of [24]. The curves in [24] denoted as neutral gate and negatively charged gate correspond
in our figure 5 to parameter sets (i) and (iii), respectively.) However, if the reduction in kg
is sufficiently large, the effect of direct repulsion between the gate particle in its open state
configuration and C1™ ions in the channel will dominate, and the overall rate of gate closure
will decrease (i.e., Tp will increase) relative to the uncharged gate case. This is also shown in
figure 5 using the rate constant set:

(iv) Parameter set 4, charged gate, large reduction in kys: ajp = 0.25, 34 = 0.35,ky; =
0.2, ky3 = 0.4, kzp = 2.8, k31 = 0.3, kg3 = 0.25, kgp = 0.9; k15 = 0.0024, krs = 0.0018.

This example shows the various ways in which charging the gate can influence gate closure
rates. Again, which effects will dominate depends on the magnitudes of the perturbations of
the rate constants in the model. A careful (and, in practice, difficult) application of physico-
chemical theory is required to compute these rate constants from an atomistic model of the
system or even an idealized many-body model such as was considered in [24]. (Note that
any such treatment will naturally build in constraints between rate constants which reflect the
details of the underlying free energy profiles [28].) In the case of the model considered in
[24], the reduction in CI™ occupancy of site b (i.e., Sext) was evidently the dominant factor.

In [24], it was shown that one could approximately compensate for the influence of
decreased site b occupancy by C1~ upon the rate of closing of a charged gate particle and thus
isolate the effect of electrostatic repulsion of the gate particle by C1™ ions in the channel, by
plotting 7 versus the fractional occupancy of the b site fo..(co). (In the case of the charged
gate, a higher value of ¢ is required to achieve the same value of fo..(co).) It was observed in
the 3D Brownian dynamics simulations that 7y was larger for the charged gate particle than the
uncharged gate particle at a particular value of f,... The same qualitative behavior occurs in
the site model considered in the present work. In fact, we show in the appendix that this trend
occurs in the present model for any reduction in k36 incurred upon charging the gate particle.
Numerical results comparing parameter sets (i) and (iii), which correspond most directly to the
uncharged gate and charged gate situations, respectively, encountered in [24] (in particular, cf
figure 12(b) of that reference) are provided in figure 6.

5. Discussion and conclusions

In this paper, we have analyzed a two-site (six-state) model of the dynamical coupling between
the closing of the fast gate of the CIC channel and the permeation of ions through the open
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Figure 6. Open time 7o versus foc. (fraction of time that site b is occupied by a Cl~ ion) for
parameter sets 1 and 3.

channel (as controlled by the concentration of CI™ in the internal side bathing solution), in
order to explain effects observed both in experiments and in recent computer simulations. As
explained at the outset, our model represents a considerable simplification of the (exquisitely
complex!) CIC protein channel. It should thus be described more properly as a model of a
CIC-like channel rather than the CIC channel itself. Nevertheless, this model has been shown
to account in a simple and transparent way for the saturation of both the Cl™ ion current
flow through the open channel in response to increasing internal [C1™] and the rate of closing
of the gate as function of the same control parameter. This latter phenomenon, known as
the ‘foot-in-the-door’ mechanism of coupling of ion permeation and gate closing in the CIC
channel, is easily represented in a discrete-state model of the type considered herein. A recent
many-body Brownian dynamics simulation study which elucidated the same mechanism at a
more atomistic level [24] explored the effect of having a charged versus an uncharged gate
(represented in that work as a single effective particle which could swing on a pivot arm into
and away from the S site of the pore). With appropriate choices for the underlying rate
constants, the discrete-state model developed in the present work yields results which are
qualitatively consistent with the many-body simulations of [24]. An obvious strength of the
discrete-state model is the rapidity with which one can compute the kinetic consequences of
given rate constants and, consequently, gain insight into the effects of the strengths of the
contributions to the various driving forces behind the process, as was demonstrated in our
presentation of the effects of gate charging (section 4).

Given the qualitative success of the present model, we will strive in future work to refine
it toward more realism. It would be interesting as a proof of principal analysis to attempt to
reproduce the many-body BD simulation results of [24] at a quantitative level. In addition to an
augmentation of the state space as indicated in figure 1 (3 binding sites, 12 states in the model),
extraction of appropriate state-to-state rate constants based on the underlying geometry and
energetic features of the [24] simulation system is required. From the underlying driving
forces, i.e., effective potential governing the single particle move appropriate for each of the
state-to-state transitions in the discrete-state model, drift-diffusion theory can be utilized to
extract state-to-state rate constants. (For example, given an ion in the i, binding site, the rate
of transition of this ion to S, in the case that the channel is open and otherwise empty can be
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computed from the Kramer’s formula for the rate of activated crossing over a 1D barrier [25].)
This analysis would serve as a check on our ability to extract state-to-state rate constants for
a discrete-state model of the type depicted in figure 1 from fundamental physico-chemical
principles.

Ultimately, the calculation of such rate constants is only as good as the effective potential
energy (or free energy) profiles which they utilize as input. Calculation of such profiles in a
real CIC channel is difficult and time consuming. The most rigorous approach for determining
the effective potential felt by a C1™ ion during its motion is to calculate the potential of mean
force (constrained free energy) for moving it from one site to the next. This requires large-
scale MD simulations of the channel protein, embedding lipid bilayer membrane, and solvent
water molecules with a test C1™ ion fixed at (or harmonically bound to) a particular position in
space. Conceptually, it is straightforward to do this, but the development and implementation
of accurate techniques to do so remains an active field of research [29, 30]. The treatment of
the gate ‘particle’ requires even more thought, since it is not actually a single particle, but a
side group of an amino acid. Thus, an appropriate reaction coordinate (order parameter) for its
transformation from open to closed (pore-blocking) states has to be identified. Examination of
the coordinates corresponding to the open and closed configurations in the crystal structures
of bacterial CIC pores [2, 3] reveals that the dihedral angle C-C,—Cs—C,, changes by ca 90°
between the open and closed state structures and that this is the major coordinate change
required to morph between the two structures [24]. Thus, it would be reasonable to take this
dihedral angle to be the reaction coordinate [23] (effectively identifying it with the angular
coordinate utilized in the 3D BD model of [24]).

Finally, it would be interesting to model the effects of gate protonation/deprotonation in
a dynamical fashion, by adding more states to the state space and specifying rate constants
that connect them. Every state in the model with assumed fixed protonation state of the gate
would become two states in the discrete-state model: one for the protonated glutamate state
and other for the deprotonated state. Determining rate constants for transformation states
from first principles all-atom free energy simulations [29, 30] remains a difficult task [21-23],
but as accurate results from such computations become available, protonation/deprotonation
rate constants can be estimated, including their dependence on the pH of the external bathing
solution. Clearly, there are many steps remaining en route to a quantitatively accurate mapping
of the full many-body dynamics of the CIC protein channel system and its environment to a
discrete-state model characterized by a modest number of states.
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Appendix

According to the analysis presented in the text, the gate closure time when ions are passing
through the channel relative to that when the channel is empty (as is the case when ¢y = 0)
is given by t,(co)/t,(co = 0) = kis/[kisp1 + kagp2]. For an uncharged gate, we take
kis = ko = kg, i.6., we designate the rate of gate closing in the absence of ions in the
channel as ky and assume that this gate closure rate is the same if a Cl~ ion occupies site a
(because the gate particle is not charged). When the gate is open, there will be some steady
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state occupation probabilities of the four gate-open states, which we shall designate here as
P, J = 1—4 (the superscript u stands for ‘uncharged’). If the gate is now charged, we assume
that k5 does not change relative to the uncharged gate case, i.e. ks = kg, because there are
no other charges in the pore region for the charged gate to interact with. However, k¢ will
decrease, i.e., k5, < ko, because of repulsion between the gate particle and C1~ ions occupying
the channel. (The superscript ¢ designates ‘charged’.) Furthermore, because of changes in
k32, ka3 and kp3 discussed in the text, the occupation probabilities of the four gate-open states
will change relative to the uncharged gate case. We will designate the charged gate versions
as pj, j=1—4.

We are interested in plotting t,(co)/t,(co = 0) versus focc, the fraction of time that site
b is occupied by a CI™ ion while the gate is open. This quantity is given by fo.c = P +
pi = p5 + p;. This implies that for a given value of fo.., we have p§ + py = p5 + pj or,
equivalently, py + p5 = p{ + p5. So, for the uncharged gate:

7t [7o(co = 0) = ko / [ko (P} + P})]

while for the charged gate:

‘[5/‘[0(6‘0 = 0) = ko/[kof)i + kéGi)E] = ko/[ko(f)i + f)é) + (k§6 — ko)ﬁg]
= ko/[ko(p} + P3) + (k55 — ko) P5]-

Since (k§6 — ko)ﬁg < 0, then 77 > 7/ at the same value of fic.
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